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Large Scale Quantum Simulations
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Electronic transport in nanoscale devices

Four-terminal electron transport on Ge surface and gold tips
4924 atoms

M. Kolmer et al Nature Commun. 2019



Large Scale Quantum Simulations
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SARS CoV-2 Mpro - interaction with inhibitor drugs

Jin et al, Nature 582, 289 (2020)

Protomer B in solvation
~8800 atoms



SIESTA development for HPC and scalability

Changing paradigm



The SIESTA code
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SIESTA is a DFT code, density-functional theory
(like many others in many ways)

Aim from inception: EFFICIENCY

Pioneer LINEAR-SCALING DFT code (or Order-N, O(N)  )
meaning: computational cost (CPU & memory) scaling linearly with 
number of atoms
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The Solvers
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We need to obtain the density from the Hamiltonian

Direct eigenvalue/eigenvector solvers Obtaining the density directly
Fermi-Dirac function



Diagonalization-based solvers
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Need to use DIRECT solvers, as the number of desired 
eigenvectors is a substantial fraction of the matrix size 

SIESTA uses pre-packaged libraries for this pure math problem:

• ScaLaPACK

• pdsyev,  pzheev and related drivers
• MRRR

• ELPA:  Alternative transformation sequence + optimizations

•
•

•
•
•

Cubic scaling with matrix size — Quadratic scaling for memory

Method of choice for "small" problems
(some hundreds of atoms)

https://elpa.mpcdf.mpg.de/

https://elpa.mpcdf.mpg.de/


Direct solution – Fermi Operator
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PEXSI: Pole Expansion plus Selected Inversion 
(Lin Lin, Chao Yang, et al., Berkeley)

Lin, García, Huhs, Yang, JPCP 2014

PEXSI FOR SIESTA - PROTOTYPE PHASE 3

Figure 1. Arrangement of the poles encircling the eigenvalue spectrum while avoiding the non-analytic
regions. By courtesy of Chao Yang and Lin Lin.

The chemical potential µ has to yield the correct number of electrons Ne =
∫

ρ(x)dx.

The pole expansion of the Fermi operator is a discretized complex contour integral

fβ(εi − µ) ≈ Im
P∑

l=1

ωl

εi − (zl + µ)
(3)

The poles zl are the base points and the ωl the corresponding weights of the contour, which is chosen
to encircle the spectrum while excluding the non-analytic regions (figure 1).

This representation needs a relatively small number of poles P , which grows with the inverse
temperature β and the spectrum width ∆E like O(log(β ∆E)).

Based on this expansion one can derive the following expression for the density ρ in the real space
basis of the atomic orbital basis functions φi

ρ̂(x) ≈
∑

ij

φi(x) Im

(
P
∑

l=1

ωl

H − (zl + µ)S

)

︸ ︷︷ ︸

γij

φj(x) (4)

The chemical potential µ is an additional parameter, which has to be set to give the correct number
of electrons

Ne =

∫

ρ(x)dx (5)

For building the inverse (H − (zl + µ)S)−1 = A−1 only selected elements are calculated, using the
method of selected inversion, which is based on a triangular factorization. In case of a symmetric
A, this decomposition can be LDLT . Extracting the first column and row of the matrices, they can
be written as

A =

(

a bT

b Â

)

(A =)LDLT =

(
1
l L̂

)(
α

Â− bbT /α

)(

1 lT

L̂

) (6)

The inversion is based on the recursive scheme

A−1 =

(

α−1 + lTS−1l −lTS−1

−S−1l S−1

)

(7)

Due to the sparsity also the vectors l will be sparse, but with some additional fill-in, depending on the
factorization and preprocessing. Elements lTS−1l corresponding to zero-entries of l will also be zero,
and don’t need to be computed.
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(Due to sparsity of the target density matrix)

• Relatively small number of poles (20-30)
• Trivially parallelizable over poles

• Only selected elements of inverse are needed
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∫

ρ(x)dx.

The pole expansion of the Fermi operator is a discretized complex contour integral

fβ(εi − µ) ≈ Im
P∑

l=1

ωl

εi − (zl + µ)
(3)

The poles zl are the base points and the ωl the corresponding weights of the contour, which is chosen
to encircle the spectrum while excluding the non-analytic regions (figure 1).

This representation needs a relatively small number of poles P , which grows with the inverse
temperature β and the spectrum width ∆E like O(log(β ∆E)).

Based on this expansion one can derive the following expression for the density ρ in the real space
basis of the atomic orbital basis functions φi

ρ̂(x) ≈
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ij

φi(x) Im
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γij

φj(x) (4)

The chemical potential µ is an additional parameter, which has to be set to give the correct number
of electrons

Ne =

∫

ρ(x)dx (5)

For building the inverse (H − (zl + µ)S)−1 = A−1 only selected elements are calculated, using the
method of selected inversion, which is based on a triangular factorization. In case of a symmetric
A, this decomposition can be LDLT . Extracting the first column and row of the matrices, they can
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a bT

b Â

)

(A =)LDLT =

(
1
l L̂

)(
α

Â− bbT /α

)(

1 lT

L̂

) (6)

The inversion is based on the recursive scheme

A−1 =

(

α−1 + lTS−1l −lTS−1

−S−1l S−1

)

(7)

Due to the sparsity also the vectors l will be sparse, but with some additional fill-in, depending on the
factorization and preprocessing. Elements lTS−1l corresponding to zero-entries of l will also be zero,
and don’t need to be computed.
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(Due to sparsity of the target density matrix)

• Relatively small number of poles (20-30)
• Trivially parallelizable over poles

• Only selected elements of inverse are needed



Massive scalability: PEXSI solver
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170,000 orbs

180,000 orbs

1D, sp=0.27%

2D, sp=0.91%



Solver strategies for performance and 
features: Use external libraries
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ELSI initiative to integrate solver libraries  
https://elsi-interchange.org

NTPoly (DM purification, O(N))



GPU acceleration for diagonalization
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Marconi-100 (CINECA):  32 CPUs+ 4 GPUs /node

Proper binding of GPUs to MPI ranks

Future enhancements in ELPA (better kernels)
and in ELSI (e.g. build-DM stage) are integrated
in SIESTA automatically

ELSI-ELPA GPU acceleration

System: Si quantum dot, with approx 35000 orbs



Comparison of global efficiency of solvers
for a very large problem
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SARS CoV-2 Mpro  with solvation water molecules
Approx. 8800 atoms; 58000 orbitals

Work on GPU acceleration of PEXSI library 
is under way
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